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Abstract

This paper investigates whether salary discrimination on the basis of race exists in Major League Baseball. To answer this question, free agent contracts from 2012-2015 are analyzed. The dependent variable, which is the natural logarithm of annual salary, is constructed by dividing the total value of each contract by the number of years each contract specifies. Control variables include the average WAR (Wins Above Replacement) for each player under contract, a dummy variable signifying a player’s race, a player’s contract length. The fact that previous literature on the subject often fails to account for contract length is not to be overlooked; including contract length should add significant robustness, and the proper methodology under this presupposition involves using a two-stage least squares regression to solve the endogeneity issue arising from simultaneous causality between contract length and annual salary. First, though, it will be necessary to test whether there is an endogeneity problem in the first place. To answer this question, the results of a Hausman test will be provided in section IV of this paper. The motivation of this paper is grounded in the postulate that it is necessary to check for endogeneity between contract length and salary, and, if it exists, to use a two-stage least squares regression to account for the issue. The results of the Hausman test show that no endogeneity exists between contract length and the dependent variable, so an OLS regression is appropriate. Both an OLS regression and a TSLS regression show an insignificant coefficient on the race variable. Further, regressions for only long term contracts and for each tertile of both average WAR and the natural logarithm of average annual salary show the same results. It is thus concluded that no evidence of salary discrimination exists in major league baseball according to this study.  
I. Introduction

	Using sports as an avenue through which to investigate economic phenomena can be especially useful for economists because of the ease of access to data on salaries, contracts, player information, market size and structure, and productivity. One noteworthy economic concept that can be analyzed through sports research is discrimination. In a general economic sense, discrimination can be perpetrated against people because of differences in religion, gender, race, age, or sexual orientation. In professional sports, leagues and associations are split by gender, and religion and sexual orientation are often difficult to identify on a player-to-player basis. Further, given the physical nature of athletics, it is accepted that players become slightly less valuable toward the end of their career. Thus, it is most effective and sensible to study racial discrimination in professional sports. 
	American sporting provides one of the most diverse economic venues in the world, as athletes from different backgrounds and countries often strive to become a part of American professional sports leagues. Even with its racial heterogeneity (especially in the United States), racial discrimination in sports can still arise in several ways. Fans can exhibit discriminatory preferences with respect to the players on their favorite teams, which can manifest itself in the form of variations in attendance, viewership, and sale of memorabilia. Teams can evince discrimination by creating more barriers to entry for minority players, by offering long-term contracts to minority players with less frequency, or by compensating minority players less for equal performance. It is this last form of discrimination, salary inequity, that this paper seeks to investigate. Major League Baseball will be the focus of this paper, as free agent contracts are guaranteed and all relevant data are easily accessible. Furthermore, free agent contracts are not available to a player until he has at least six years of Major League experience, so this aspect of the dataset serves as an effective control for professional baseball experience. As such, this paper seeks to determine whether white players are compensated more than non-white players who perform at similar levels and sign contracts of similar length.
II. Literature Review 
Generally regarded as the first major work investigating discrimination in sports, Scully (1973) compiles evidence of different kinds of racial discrimination in professional sports, focusing on baseball, basketball, and football. His discussion of salary discrimination by race hones in only on baseball, and he looks at a sample of 148 players from the 1968 and 1969 seasons. His main analysis consists of regressions that show both how fast salaries grow over the course of black and white players’ careers and how significantly black and white players augment their batting averages over their careers. According to Scully’s data, black players’ salaries start lower at the beginning of players’ careers relative to where they start for white players after controlling for performance (i.e., black players are paid less than white players for equal performance). Interestingly, though, black players’ salaries start higher on average – suggesting that at the time of Scully’s study, black players were, on average, better than white players. With respect to salary growth, though, the salaries of black players salaries grow faster than those of white players because black players tend to augment their batting average more quickly. In short, black players are compensated less than equally able white players but see greater marginal increases in salary growth because they increase their productivity relatively more than white players over the course of their careers.  Scully determines that after about fifteen years, black players and white players of equal ability will see their salaries converge. At that time, however, the average major league career lasted seven years, so according to Scully’s model, black players do not see their salaries converge with those of equally able white players. As such, Scully concludes that there does exist evidence of salary discrimination in the major leagues. 
Scully’s work set a precedent for a significant amount of future research on the topic of discrimination in sports. Through the 1970s and 1980s, dozens of other authors tried to determine whether salary discrimination existed in the major leagues, especially between black and white players. Kahn (1991) summarizes the results of some of the studies performed in the two previous decades. To name a few, Medoff (1975) examines a sample of 62 position players (i.e., not pitchers) from the 1971 season and finds no significant evidence of discrimination. Christiano (1986, 1988) actually finds evidence of salary discrimination against white players, though the levels of their magnitude vary because different samples are used in each year of publication. According to Kahn, of all the studies he cites that attempt to calculate discrimination coefficients (i.e., coefficients on a dummy variable for a player’s race), not one shows significant evidence of discrimination against black players. These results are somewhat unsurprising given both the immense importance of productivity in sports as well as the tremendous ease with which it is measured. 
Kahn (2000) extends the scope of his research into sports as he discusses how professional athletics functions as a labor market. Within his discussion, he again devotes several pages to salary discrimination in professional sports. Specifically, Kahn looks at Christiano’s studies from 1986 and 1988 and runs regressions with more explanatory variables using the same exact samples. In the original studies, Christiano finds some evidence of salary discrimination against white players; however, with additional explanatory variables controlling more specifically for performance, Kahn finds that the coefficients become insignificant.  
With respect to more recent studies, there are several that use interesting methods to add robustness. King and Palmer (2006) use data from the 2001 season to perform their analysis, and they break down players into different salary groups in order to determine whether discrimination exists at some salary levels but not others. The sample itself comprises 362 position players. The authors use the natural logarithm of a given player’s salary in 2001 (the standard dependent variable for these types of studies) and see how it is explained by various performance variables as well as a player’s race. The results show that black and Hispanic players do face salary discrimination at the lowest levels of salary, but not in the mid- to high-salary range. The authors’ idea to look at different salary groups to try to uncover discrimination at different levels is sound, but the method of Holmes (2010) is less mechanical and accomplishes the same goal.
Holmes (2010) uses a more mathematical approach to answer the same question, employing quantile regression to look at different salary groups. His data come from seasons between 1998 and 2006 and comprise a total of 511 player-year observations. Not surprisingly, his results are similar. Black players, according to Holmes, face salary discrimination at the lowest level, but not a medium or high levels of salary. His results do not show discrimination against Hispanic players.  
One of the most obvious points of commonality among most of the previous work on this topic is not actually something that these studies include, but rather something they leave out. The typical structure of regressions in this area of study is a dependent variable, the natural logarithm of a player’s salary, and several independent variables that provide information about a player’s productivity, experience, age, and sometimes race. What is not included in this litany of explanatory variables, however, is contract length. Many papers have been published that investigate the determinants of salary in professional sports, but the methodology is generally an OLS regression that includes many performance-related variables as regressors. For example, Hill (2004) seeks to uncover racial salary discrimination in professional basketball using an OLS regression with salary as the dependent variable and a vector of performance variables, an experience variable, a dummy year variable, and a race variable as the regressors. Contract length is not considered. Magel and Hoffman (2015) estimate salary equations for both hitters and pitchers using particularly exhaustive lists of statistical variables, but contract length is likewise not included. Krautmann, Gustafson, and Hadley (2003) consider different inputs for the salary equations of professional pitchers, but they consider only different measures of performance without regard for contract length. Though seemingly an innocuous exclusion, it is actually potentially grave not to control a player’s contract length in this type of study. This idea is best explained with a simple example: a contract worth $1 million per year for two years is not equal to a contract worth $1 million per year for eight years. 
Krautmann and Oppenheimer (2002) illustrate this notion as they investigate how contract length is related to returns to performance in professional baseball. They correctly point out that prior research on the determinants of annual salary fails to take contract length into account almost without exception. Taking into consideration a player’s risk aversion makes it clear that contract length is so important in these studies. More specifically, a more risk-averse player may favor income stability over relatively higher annual pay. As such, he may accept, for example, a five-year contract worth $1 million per year instead of a two-year contract worth $1.2 million per year. Conversely, a less risk-averse player might sooner accept the latter contract because he feels more confident in his ability to negotiate another good contract after two years’ time. Perhaps a simpler explanation is that he simply favors marginal increases in salary to stability. 
Krautmann and Oppenheimer look at data from the 1990-1994 seasons to determine how returns to performance vary with contract length. As is typical, the dependent variable is the natural logarithm of a player’s salary in a given year. The independent variables include performance, team-specific, and player-specific variables as well as a variable for contract length and an interaction term between performance and contract length. It is the coefficient on this interaction term, the authors contend, that is most pertinent to the results they seek to find. The coefficient on this interaction term is negative, and so the authors conclude that for each additional year of contract length, marginal increases in salary that are reflective of performance tend to decrease.
A crucial aspect of the methodology of this paper is the type of regression the authors use. Because contract length and annual salary are determined concurrently (or, more generally, there is simultaneous causality present between the two variables), there is clear potential for an endogeneity problem. To account for this issue, the authors use a two-stage least squares regression, creating an instrument for contract length. The main instrument the authors use is the time each player spent on the disabled list in the past three seasons; the authors also include demographic variables that they do not specify. The authors consider disabled list time a strong instrument because, they reason, especially productive players who often miss games due to injury will still be offered large sums by teams who hope to benefit from their talent but are tentative to have frequently-injured players on their payrolls for an extended period of time. Notably, the paper includes no analysis of the validity of the instrument. By using a two-stage least squares regression, Krautmann and Oppenheimer eliminate endogeneity between contract length and annual salary by finding a fitted value for contract length that is not highly correlated with salary. This paper thus sets precedent for future studies that seek to answer questions about the determinants of yearly salary in professional sports. 
One other noteworthy paper that includes a consideration of contract length within a larger discussion of salary determinants of professional baseball players is Link and Yosifov (2012), which builds off the work of Krautmann and Oppenheimer. This paper, like that of Krautmann and Oppenheimer, seeks to discover whether there exists a tradeoff between contract length and annual salary. Link and Yosifov include a larger sample size from multiple different time periods in their study. Furthermore, the authors use more comprehensive and varied measures of player productivity and run regressions for varying definitions of salary (first-year of contract salary vs. average annual salary). To instrument for length, the authors, like Krautmann and Oppenheimer, use the amount of time spent on the disabled list in the past two years (without actually testing for the instrument’s validity, which Krautmann and Oppenheimer likewise ignored).
Of great relevance to this paper is the statistical method Link and Yosifov employ to determine whether or not there is endogeneity between contract length and salary. An explanation of the mechanics of the Hausman test run for this study will be provided in Section IV of this paper. Using the fitted value for length derived from the disabled-list-days instrumental variable, the residuals of this length estimate are regressed against salary with the original independent variables included. The authors find that the coefficient on the variable comprising the residuals from the original instrumenting equation is not significant, and so they conclude that there is no endogeneity between contract length and salary (Link and Yosifov, 2012). 
The inclusion of contract length as an independent variable introduces an interesting and wholly topical question that Marburger (1996) investigates: is there racial discrimination in professional baseball with respect to long-term contracts? The results of this study are consequential to the results of any baseball-related salary discrimination studies because if there does exist discrimination in long-term contract signing, the results of salary discrimination studies could be biased. Marburger’s results, however, show no evidence of discrimination in this vein. His methodology is straightforward and simple; his dependent variable is a dummy variable that conveys whether a player has signed a long-term contract or not, and the independent variables include performance metrics, a variable for whether a player is a free agent at signing, several interaction terms, and a race dummy variable. Note that Marbuger does not take into account the value of the contract each player signs; his goal is only to determine whether non-white players sign long-term contracts with the same frequency as white players. Marburger uses a probit model to run the regression and finds that the coefficient on the race dummy variable is not statistically significant.
To date, studies that have attempted to discover whether racial salary discrimination exists in Major League Baseball have largely found little evidence to the affirmative. When evidence does present itself, it seems to only exist at the low end of the salary spectrum. 
III. Data
Data Information
	Data from 2012-2015 were obtained from the www.espn.com free agent tracker. This time frame was chosen because it is more recent than the time frame of any other study on this topic; a total of four years are observed so as to ensure an adequately sized sample. Each observation is one free agent contract for a player with six years or more or experience (any player who has accumulated at least six years of experience becomes a free agent when he is not contracted to play for a specific team during the coming season). Data on player performance were collected from www.baseball-reference.com and correspond to the three seasons immediately preceding the signing of each free agent contract. Note that the contracts on www.espn.com are organized so that the year of observation corresponds to the year through which each player’s previous contract lasted. For example, a free agent player listed in the “2015” dataset on www.espn.com is a free agent at the end of 2015, and he begins playing for the new team with which he signs starting at the beginning of the 2016 season. Data from the 2013-2015 seasons are therefore used as performance indicators for the value of the contract signed by that player in the “2015” dataset. 
	The variable indicating a player’s race was created by the author. Race was determined using each player’s roster picture as well as referring to his name. In the final dataset, players are classified as white or non-white. 
To measure the performance of offensive players, this study will use WAR (Wins Above Replacement). WAR is a relatively new performance metric that is considered to be one of the most robust measurements of a player’s productivity. WAR measures how many more games a player’s team wins than the team would have won if it had the league-average player in the stead of the observed player. Because it takes into account both defensive and offensive production, it will serve as an exceptionally strong indicator of a player’s value. Pitchers are excluded from this study at the author’s discretion. Proneness to injury is more prevalent among pitchers, which is not captured by WAR or any other statistic but could affect salary. Further, a pitcher’s ability to contribute to a team is often more difficult to evaluate statistically, even with a metric as comprehensive as WAR. WAR does not take into account, for example, the velocity of a pitcher’s fastball or the break of his curveball. While the validity of this reasoning is up for debate, the author believes that the elimination of pitchers from this study will not bias the results. There is no reason to believe that trends of discrimination (or lack thereof) are different among pitchers and hitters in Major League Baseball.  
	Unlike most studies that simply use the natural logarithm of a player’s annual salary in a given year as the dependent variable, this study will incorporate contract length as an independent variable. Furthermore, average annual salary during any given year of the contract will be the value used to determine the dependent variable. Total contract value was also considered as a possible dependent variable. However, the relationship between WAR and total contract value would not make sense for the purpose of this study. This idea is best illustrated with an example. A player with a WAR of 5.0 may be offered a contract worth $15 million for one year, or he may be offered a contract worth $70 million for five years. Considering this relationship graphically, with WAR on the x-axis and contract value on the y-axis, a point at x = 5.0 would correspond to both y = $15 million and y = $70 million. As such, it is more sensible to consider a player’s average annual salary instead of the total value of his contract.
 Some previous studies use the actual dollar value of a player’s salary in one specific year. This method can be misleading because many contracts actually specify varying dollar amounts for each individual year. For example, a five-year contract worth $5 million may be divided as follows: Year 1, $1.1 million; Year 2, $0.9 million; Year 3, $1 million; Year 4, $1.05 million; Year 5, $0.95 million. In the author’s opinion, the more sound method to determine a player’s yearly value is to divide his total contract value by the number of years for which his contract has been signed. From the aforementioned example, yearly salary would be calculated as $5 million / 5 years = $1 million. In this way, variant contract structures will not cause biased estimates. This paper will use the natural logarithm of a player’s average annual salary to track percentage changes associated with changes in the independent variable instead of dollar changes. It is more logical to track percentage changes because dollar changes are more significant at lower salary levels than at higher salary levels, whereas percentage changes are constant. 
	Preliminary descriptive statistics for quantitative variables appear in Table 1. Note that age and length are measured in years, and totalvalue is measured in dollars. A player’s average annual salary is also measured in dollars, and this is the value from which lnavgannual is derived. Each observation is a contract. Consider that the youngest player in this dataset is 25 years of age. This falls in line with the fact that no player with less than six years of experience is included in these data. The author had considered including years of MLB experience as a variable, but age will serve as an effective substitute for experience because no player in this dataset has spent less than six years’ time in the MLB.
	It is more appropriate to consider the percent frequency distributions of categorical variables. The variables for which it is sensible to show frequency distributions are shown in Table 2. Note that Nonwhite is equal to one if a player is not white and zero if a player is white. The distribution of year is relatively equitable, with about a quarter of all contracts being signed in any one of the four years in this study. Furthermore, the distribution of Nonwhite is almost perfectly even; in other words, about half of all player-year observations comprise players that are not white, and about half of all player-year observations comprise players that are white. Dropping all players who have signed more than one contract between 2012 and 2015 (i.e., ignoring any player who appears more than once in the data) results in a similar breakdown: 64 players are white, while 59 are not white. 
Preliminary Data Analysis
Before moving into regression analysis, it is worthwhile to look for trends and patterns within the data that might reveal important information about the relationship between pay and performance for players of differing races. Within each racial classification, mean salary figures in Table 3 and Figure 1 show that the non-white players, on average, make about $1 million more than white players. A t-test, shown in Table 4, shows that this difference is not statistically significant, however. 
Given the average salary figures for white and non-white players, it would make sense to see that non-white players perform slightly better than white players, on average. The performance means for each racial group are shown in Table 5. Non-white players do indeed outperform white players, on average; however, the t-test in Table 6 shows that this difference is also not statistically significant. 
Differing contract lengths for white players and non-white players is a less obvious way that discrimination could manifest. Table 7 shows mean contract length for both white and non-white players; white players tend to sign longer contracts, on average. The t-test in Table 8, however, shows that this difference is not significant. 
Before moving into more complex analyses of the sample, the general relationship between performance and salary should be concretized. Intuition leads us to believe that higher performance translates to higher pay, which is supported by Figure 2. The variables avgannual and avg_war are both skewed right, though. As a result, it makes more sense to consider the natural logarithm of the values comprising each variable. Figure 3 shows a scatterplot that instead uses the natural logarithm of avgannual and the natural logarithm of avg_war (note that each value for lnwar has had 1.4 added to it to ensure that every possible value is above 0 and thus is not a mathematically undefined value). Further, each data point is labeled with a 1 to represent non-white players and a 0 to represent white players. The distribution of players across the plot is relatively even, given what was revealed about their pay and performance averages earlier in this analysis. 
Because of the relevance of each player’s age to this study, the relationship of age to performance, race, and pay should be considered as well. Figure 4 shows the relationship between pay and performance for players in each of four age quartiles, separated by race. There is nothing outstanding about any of these plots; each relationship is mostly linear and positive. Figure 5 shows that players in the second age quartile typically have the highest salaries. The second age quartile represents players ages 29-30, which are typically considered prime years for MLB players; it follows that their salaries are, on average, higher than players in different age groups. Within these age quartiles, racial breakdowns are mostly even, as shown in Figure 6. Figure 7 provides a tighter analysis of race, pay, and age, showing the average salary within each age group, broken down by race. A comparison of this graph to Figure 8, which shows the average performance within each age group broken down by race, reveals that white players in the second age group seem to be paid more but perform less well than their non-white counterparts. Though the graph seems to show a rather stark differential, the t-tests in Table 9 show that neither the difference in pay nor performance for each race in the 2nd age quartile is significant. 
Total contract value, which takes into account both yearly pay and length of contract, is another important consideration in this study. Figure 9 relates closely to Figure 3, showing that there is a positive, linear relationship between total contract value and performance and that the distribution of race across these data is rather even. Figure 10 resembles Figure 4 and shows positive, mostly linear relationships between total contract value and performance for each age group, broken down by race. Figure 11 shows the average total contract value for each age group broken down by race. This chart should be viewed with respect to Figure 8 just as Figure 7 was compared to Figure 8; upon comparison, no new relationships between pay and performance are revealed. However, it seems that white players in the youngest age group sign significantly less valuable contracts than non-white players in the youngest age group.  It is possible that this could be explained by young white players signing shorter contracts on average, which is confirmed in Figure 12. To test whether the differences in total contract value and length are significant for the youngest players in the sample, a t-test is performed for each. Table 10 reveals that neither of these differences is significant and thus will not be a cause for concern. 
The last major preliminary analysis to be performed involves a breakdown into positional categories. It is most prudent to divide players into four categories: infielders (IF), outfielders (OF), designated hitters (DH), and catchers (C). Figure 13 shows a relatively even breakdown between races for catchers and designated hitters. Infielders have a visibly higher proportion of white players, while outfielders have a visibly higher proportion of non-white players. Figure 14 resembles both Figure 10 and Figure 4, showing a positive, linear relationship for players in each positional group, separated by race. Finally, Figure 15 shows average annual salaries for each positional group, broken down by race. Comparing this graph to Figure 16, which shows average performance for each racial group within each positional group, we see no remarkable trends and can reasonably conclude that there is proportional pay for performance for each position, 
IV. Methodology 
	In order to estimate a player’s average annual salary over the course of his contract, this model considers a player’s performance in the previous three seasons, contract length, and race. The general model is as follows:
Lnavgannuali = ß0 + ß1lengthi + ß2avg_wari + ß3Nonwhitei + µi
Consider the possible endogeneity between contract length and a player’s average annual salary. If endogeneity does exist, it is appropriate to use a two-stage least squares regression with an appropriate instrument for length. There are two general conditions that must be satisfied for an instrument to be valid. First, it must be correlated with the problematic variable (i.e., the endogeneous regressor). Second, it must be uncorrelated with the dependent variable (Gujarati, 2014). The most suitable instrumental variable is a player’s age. Conceptually, a player’s age seems to be a reasonable instrument because older players are usually still able to perform well but are sure to experience marked talent deterioration in the near future. As a result, teams may be likely to stay away from offering long contracts to older players even if their capacity to perform has not shown significant decreases in the past several years. 
	To test the validity of the aforementioned assumptions about the validity of age as an instrument, consider the partial correlations between Age and both length and lnavgannual in Table 11. The intuition behind discovering the “partial correlation” of length with Age and avg_war is that it is important to control for each player’s performance when looking at the correlation between length and Age (Ball, 2017: pc). As such, the partial correlation of length with Age in Table 11 shows the correlation between length and Age for players of equal values of avg_war. With a partial correlation of -0.25, it is reasonable to say that the first of the two conditions listed above is satisfied. Ideally, the partial correlation would be higher for Age to be a strong instrument, but it can still be considered a weak instrument because its correlation is not close to 0 (Crown et al., 2011). 
	Next, the partial correlation of Age with the dependent variable, lnavgannual, is shown in Table 12. Avg_war is also accounted for as this partial correlation is determined so as to, again, control for player performance upon evaluation of the relationship between lnavgannual and Age (Ball, 2017: pc). The partial correlation of Age with lnavgannual, after controlling for player performance, is quite low at -0.06. In theory, a correlation of 0 would be ideal; however, in practice, it is still acceptable to have a correlation that is low but not exactly 0. In such cases, the instrument would be considered a weak instrument (Gujarati, 2014). The partial correlation between lnavgannual and Age, after controlling for performance, of -0.06 is significantly lower (and much closer to 0) than the partial correlation of Age with length. With this information, it is reasonable to conclude that the second condition for an instrumental variable is satisfied, although the instrument is weak. 
[bookmark: _GoBack]	There is one more condition for an instrumental variable that is sometimes overlooked but is important nonetheless. Besides being correlated with the endogenous regressor and uncorrelated with the dependent variable, an acceptable instrument must also not be a suitable independent variable, per se (Gujarati, 2014). In other words, it must not add explanatory power to the model in and of itself. To test whether Age adds explanatory power to the model, refer to the Adj R-squared value in Table 13 (where Age is included as a regressor) and the Adj R-squared value in Table 14 (where Age is not included as a regressor). Table 14 shows an R-squared of 0.6249, which is higher than the Adj-R squared in Table 13 of 0.6204. Because the model that includes Age has a lower adjusted R-squared, it can be concluded that this model has relatively less explanatory power (i.e., the independent variables explain comparatively less of the variation in the dependent variable in the model including Age). Thus, Age would not be an appropriate independent variable.
	Were a two-stage least squares regression necessary, it would be structured as follows. Regarding the mechanics of a two-stage least squares regression, the first stage shows the instrumenting process. Instead of using the actual values for contract length from the dataset, a fitted value (i.e., a predicted value) is determined in Stage I using a player’s age and the rest of the explanatory variables included in the second stage. This fitted value for length is then substituted to the Stage II equation, which is the equation of interest in this model.
Stage I: lengthi = ∂0 + ∂1Agei + ∂2avg_wari  + ∂3Nonwhitei + vi
Stage II: Lnavgannuali = ß0 + ß1lengthi + ß2avg_wari + ß3Nonwhitei + µi
The dependent variable in the second stage regression (the regression that will be considered in the results) is the natural logarithm of the average salary of player i in year t. The log-linear model is used here to show percent change in salary and is the standard model used in all similar studies cited by this study. Avg_wari is the average of each player’s WAR for the previous three seasons leading up to the signing of his contract. Agei is the age of player i at time of contract signing. Lengthi is the length of the contract player i signs. Nonwhitei is a dummy variable equal to 1 if player i is not white (i.e., Asian, Black, or Hispanic) and equal to 0 if player i is white. The error term, µi, is the final term. 
	The coefficient of interest in this model is ß3, the coefficient on Nonwhitei. Referring to a coefficient on a dummy variable for race resembles methods used by King and Palmer (2006), Holmes (2010), Marburger (1996) and is the standard way of performing a study such as this according to Kahn (1991). If Nonwhitei has a negative and significant coefficient, it will be reasonable to conclude that there is evidence of salary discrimination in major league baseball under the assumption that the methodology is adequately robust.  
	In the case that a two-stage least squares regression is not necessary, the OLS regression will resemble the second stage of the two-stage regression described above. The difference is that the value for length would be the true values of length in the dataset rather than fitted values derived from Age and the remaining independent variables in the first stage regression. To test if there is endogeneity between contract length and lnavgannual, it is appropriate perform a Hausman test (Gujarati, 2014; Link and Yosifov, 2012). To perform the Hausman test, a fitted value for length is constructed from the other regressors. From this equation, the residuals are grouped into a variable called length_resid and regressed against lnavgannual along with the rest of the independent variables. The coefficient on length_resid is of interest; if it is significant, it can be concluded that there is endogeneity between lnavgannual and length and, as such, a two-stage least squares regression is appropriate (Gujarati, 2014). If the coefficient is insignificant, there is no endogeneity problem. The two steps of the Hausman test are shown in Table 15 and Table 16. With an insignificant length_resid coefficient, it can be concluded that there is no endogeneity problem in this equation (Gujarati, 2014). A two-stage least squares regression is thus not necessary, though results of both an Ordinary Least Squares regression and a Two-Stage Least Squares regression will be included in the following section. The more appropriate method is the former.  

V. Results
Regression outputs for both an OLS and a TSLS regression are shown in Table 17 and Table 18, respectively. Table 17 shows an insignificant coefficient on Nonwhite. Avg_war is significant and positive, and length is significant and positive at the 1% significance level. The insignificant coefficient on Nonwhite evinces that there is no evidence of racial salary discrimination in Major League Baseball. To further concretize these results, the TSLS regression output in Table 18 implies the same conclusion. Both the coefficient and the z-score of Nonwhite are essentially identical to those of Nonwhite in the OLS regression. The absence of evidence of discrimination falls in line with the results of past studies on the topic.
To dig deeper into the data to uncover discrimination that may be hidden at only certain levels of pay, performance, or contract length, regressions for long-term contracts and each tertile of average WAR and the natural logarithm of average annual salary are also performed. Table 19 shows OLS regression results for only contracts whose lengths are greater than one year. Tables 20, 21, and 22 show OLS regression results for each tertile of lnavgannual. Tables 23, 24, and 25 show OLS regression results for each tertile of avg_war. In each regression, the coefficient on Nonwhite is insignificant, so no evidence of racial salary discrimination is found. 
VI. Conclusion
	This paper investigates whether racial salary discrimination exists in Major League Baseball. Avg_war is used as the controlling performance metric, and this position-controlled measure of baseball ability adds significant robustness to this study. Past papers have used metrics like On-base percentage, Slugging percentage, and Runs batted in. Though these statistics do measure a player’s value, they are often valued differently at different positions. As such, performance metrics that have unequal worth for players at different positions fail to account for a player’s true value in this type of study. Further, the potential endogeneity problem with contract length and salary has been considered by Krautmann and Oppenheimer (2002) and by Link and Yosifov (2012), but it has not been accounted for in papers that seek to find whether salary discrimination exists in professional baseball. Though the results of the Hausman test show that there is no endogeneity issue, it is certainly worthwhile to consider the necessity of an instrumental variable for contract length. As such, the results of both an ordinary least squares regression and a two-stage least squares regression are shown. Conveniently, the results are the same; there exists no evidence of racial salary discrimination in professional baseball. 
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Tables
Table 1
Variable	Obs	Mean		Std. Dev.	Min		Max			
Age		150	31.64667	3.091744	25		41
avg_war	150	1.659		1.418994	-.4		7.3
length		150	2.046667	1.585745	1		10
totalvalue	150	2.19e+07	3.76e+07	700000	2.40e+08
lnavgannual	150	15.38833	.9034492	13.45884	17.03439
Summary statistics for all relevant quantitative variables
Table 2
				year
Nonwhite	2012	2013	2014	2015	Total				
0		17	20	19	20	76 
1		19	20	14	21	74 				
Total		36	40	33	41	150 
Tabulation of Nonwhite (0 = a player is white; 1 = a player is non-white) for each year

Table 3 

Nonwhite == 0 
Variable	Obs	Mean		Std. Dev.	Min		Max			
avgannual	76	6533756	5790301	750000	2.46e+07

Nonwhite == 1
Variable	Obs	Mean		Std. Dev.	Min		Max			
avgannual	74	7540549	6303305	700000	2.50e+07

Summary statistics for avgannual ($) by Nonwhite
Table 4
[image: ]

T-test of avgannual mean difference = 0 (grouped by Nonwhite)

Table 5

Nonwhite == 0
Variable	Obs	Mean		Std. Dev.	Min		Max
avg_war	76	1.499342	1.328838	-.2666667	5.433333

Nonwhite ==1 
Variable 	 Obs        Mean    	Std. Dev.       Min        Max
avg_war           74   	   1.822973      1.497282        -.4          7.3

Summary statistics for avg_war by Nonwhite
















Table 6
[image: ]
T-test of avg_war mean difference = 0 (grouped by Nonwhite)

Table 7 

Nonwhite == 0 
Variable	Obs	Mean		Std. Dev.	Min	Max				
length		76	1.921053	1.38336	1	7

Nonwhite == 1
Variable	Obs	Mean		Std. Dev.	Min	Max				
length		74	2.175676	1.770056	1	10

Summary statistics for length (years) by Nonwhite
















Table 8
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T-test of length mean difference = 0 (by Nonwhite)

Table 9

avg_war
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avgannual
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T-tests of avg_war and avgannual mean differences = 0 in second age quartile (both by Nonwhite)

Table 10
length
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totalvalue
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T-test of length and total value mean differences = 0 in first age quartile (both by Nonwhite)

Table 11 
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Partial correlations of length with Age and avg_war
Table 12
[image: ]
Partial correlations of lnavgannual with avg_war and Age

Table 13
[image: ]
OLS regression output (including Age as regressor; note Adj. R-squared value)
Table 14
[image: ]
OLS regression output (excluding Age as regressor; note Adj. R-squared)


Table 15
[image: ]
First step of Hausman test: OLS regression finding fitted value for length (instrumented = length; instruments = Age, avg_war, Nonwhite)

Table 16
[image: ]
Second step of Hausman test: OLS regression estimating lnavgannual (including residuals from step 1 as regressor)



Table 17
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OLS regression results
Table 18
[image: ]TSLS regression results



Table 19
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OLS regression results for contracts longer than one year
Table 20
[image: ]
OLS regression results for first tertile of lnavgannual



Table 21
[image: ]
OLS regression results for second tertile of lnavgannual
Table 22
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OLS regression results for third tertile of lnavgannual




Table 23

[image: ]
OLS regression results for first tertile of avg_war
Table 24
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OLS regression results for second tertile of avg_war


Table 25
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OLS regression results for third tertile of avg_war

Figures
Figure 1 
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Bar graph of average annual salary ($) by Nonwhite (0 = white players; 1 = non-white players)

Figure 2 
[image: ]

Scatterplot of average annual salary against average value of WAR (past three seasons)


Figure 3 
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Scatterplot of natural log of average annual salary over natural log of average WAR (0 = white observation, 1 = non-white observation)

Figure 4 
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Scatterplot of natural log of average annual salary over natural log of average WAR (by age quartiles and Nonwhite, respectively)
Figure 5 
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Bar graph of mean average annual salary values (for each age quartile)

Figure 6 
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Bar graph of mean of Nonwhite values (for each age quartile)

Figure 7
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Bar graph of mean average annual salary values (for each age quartile, by Nonwhite)

Figure 8
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Bar graph of mean average WAR values (for each age quartile, by Nonwhite)
Figure 9 
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Scatterplot of natural log of total contract value ($) over natural log of average WAR (0 = white observation; 1 = non-white observation)

Figure 10 
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Scatterplots of natural log of total contract value over natural log of average WAR (by agequartiles and Nonwhite, respectively)
Figure 11 
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Bar graph of mean total contract value (for each age quartile, by Nonwhite)

Figure 12 
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Bar graph of mean contract length (for each age quartile, by Nonwhite)
Figure 13 
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Bar graph of mean value of Nonwhite (by position)

Figure 14 
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Scatterplots of natural log of average annual salary over natural log of average WAR (by position and Nonwhite, respectively)

Figure 15
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Bar graph of mean of average annual salary (for each position, by Nonwhite)

Figure 16
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Bar graph of mean of average WAR (for each position, by Nonwhite)
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                                                   Adj R-squared   =    0.4518
    Residual    10.9130293        46  .237239768   R-squared       =    0.4854
       Model     10.292617         3  3.43087234   Prob > F        =    0.0000
                                                   F(3, 46)        =     14.46
      Source         SS           df       MS      Number of obs   =        50
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       _cons     15.25509   .2140411    71.27   0.000     14.82473    15.68545
    Nonwhite     .0395294   .1188202     0.33   0.741    -.1993746    .2784333
     avg_war     .1584308   .0777169     2.04   0.047     .0021705    .3146912
      length     .1313058   .0398253     3.30   0.002     .0512316      .21138
                                                                              
 lnavgannual        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              



       Total    16.3433644        51  .320458125   Root MSE        =    .40319
                                                   Adj R-squared   =    0.4927
    Residual    7.80294461        48  .162561346   R-squared       =    0.5226
       Model    8.54041975         3  2.84680658   Prob > F        =    0.0000
                                                   F(3, 48)        =     17.51
      Source         SS           df       MS      Number of obs   =        52
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 Pr(T < t) = 0.1549         Pr(|T| > |t|) = 0.3098          Pr(T > t) = 0.8451
    Ha: diff < 0                 Ha: diff != 0                 Ha: diff > 0



Ho: diff = 0                                     degrees of freedom =      148
    diff = mean(0) - mean(1)                                      t =  -1.0192
                                                                              
    diff              -1006792    987848.9                -2958903    945318.1
                                                                              
combined       150     7030440    493944.7     6049562     6054399     8006482
                                                                              
       1        74     7540549    732744.3     6303305     6080191     9000906
       0        76     6533756    664193.1     5790301     5210616     7856897
                                                                              
   Group       Obs        Mean    Std. Err.   Std. Dev.   [95% Conf. Interval]
                                                                              
Two-sample t test with equal variances











